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Abstract – This paper introduced interaction 

modeling methods based on a sparse modeling. Some 

numerical evaluations proved to select promising 

variables and interactions at high accuracy. Scalable 

synthesis data and industrial data were used for the 

evaluations of effectiveness and computational 

efficiency. As the last, the possibility and issues for 

actual use are summarized. 

I.   INTRODUCTION 
It has been seemed external challenge to estimate a 

final product quality and analyze its cause from more 

than 0.1-5 million explanatory variables and more 

than 0.1-10 billions interaction of whole of several 

hundred process steps. However, recently it becomes 

possible to use a big data, a powerful computational 

environment, and a sparse modeling responding to 

high dimensional data which general multivariate 

statistical analyses cannot solve. An industrial data 

will become to include more interaction effects 

because of the piled steps, advanced 

equipment/process control, and leading-edge product 

structure. That is a serious difficulty of process 

integrations beyond the knowledge and skills of 

human-being. This paper will introduce automation 

methods of interaction modeling as the first step. 

The number of candidates of second-order 

interaction effects reaches about 200 million even if 

there are only 20000 first-order variables. SPRINTER 

(Sparse reluctant interaction modeling) [1] is one of 

hopeful solutions of second-order interaction 

modeling for such an actual data of high dimension. 

Residuals of a regression model of main effects (e.g. 

LASSO [2]) is used in selection step of interaction 

effects like the sure independence screening [3]. Fast 

computation by the top-m approach [4] and the 

various interaction selection ability are powerful for 

industrial data. Even an interaction without a 

variables of effective main effect can be selected. 

The second interaction model is Pliable LASSO [5] 

in which interaction is expressed as a factorization 

model. It may be efficient in case less number of 

factors related to the interaction. 

II.  METHODS AND NUMERICAL EXPERIMENTS 
The algorithm of SPRINTER [1] consists of three 

steps as shown in Fig.1. SPRINTER is based on 

reluctant interaction selection principle, and the fast 

computation and various interaction effect selection is 

guaranteed in that mechanism.  

  As a first numerical evaluations using synthesis 

data (Fig.2), Fig.3 shows accuracy of main and 

interaction effects of SPRINTER (SL) to compare 

with LASSO of only main effects (MEL), Two-stage 

LASSO (TwS-L) [6]. In summary, SL is the best of 

three. In addition, we proposed SPRINTER with 

Stability selection [7] (SSS) which can improve False 

positive (FP*) of SL by its ensemble mechanism. SSS 

can achieve much less FP* than others as we aimed. 

 Table 2 shows the result of actual data evaluation. 

The followings are summary of numerical results for 

actual data. (Data details are impossible be opened) 

About efficiency, the main and interaction factors can 

be automatically selected by SPRINTER within 3.5 

hours (84% reduced, without additional man-hour) 

for an actual data (Fig.2(b), , 

=1776). SSS is also applicable (6 

hours) though it takes 1.7 times of SL because of its 

ensemble mechanism. On the other hand, TwS-L 

cannot work well because of memory shortage. 

About effectiveness, from 20000 variables 10 main 

effects in oracle can be detected in 100% by MEL, 

SL, and SSS. In addition, three interaction effects are 

newly discovered by SL as a data-driven method. The 

discovered results are supported as effective by 

engineering knowledge. SPRINTER can detect the 

interaction effect even though no valid main factor is 

included in the interaction factor. That means we can 

use it not only in mass production phase but also in 

design and trial phases of process integration. On the 

other hand, SSS cannot detect the valid interaction 

effects because the categorical variables exist as a 

block in the time-series in the actual data. SSS's 

random sampling and the ensemble learning through 

data subsets do not become effective. Also for the 

actual data, SL and MEL tend to select too many 

variables but SSS can restrain the number of selected 

variables. 

III.  CONCLUSION  
 This paper introduced interaction modeling methods 

based on a sparse modeling. Some numerical 

evaluations proved to select promising variables and 

interactions at high accuracy for synthesis data and 

industrial data.  
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There are two future works. The first is to respond to 

infrequency and bias in time series of 0-1 variables of 

the actual industrial data. The second is a portfolio 

strategy to set the best interaction modeling method. 

We will prove advanced solutions of those issues near 

future. 
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Algorithm: SPRINTER 

Require: Main effect  

Step1: 

Fit a lasso of response  on   

Compute the residuals r =  

 

Step2: 

For a tuning parameter , screen based on the residual 

which computed in Step1. 

 

Here, let ( , ) stand for the sample correlation 

between variables j and k, and let ( ) to be the sample 

standard deviation of . And [p] is the set {1, 2, 3, …, p}. 

 Note that the top-m approach [4] is used for the fast 

computation for the screening. 

 

Step3: 

Fit a Lasso of the response  on  and  

 

Fig. 1.  SPRINTER algorithm 

 

 

Fig. 2. Synthesis data (simulation data) 

  

Table 1. Typical result of accuracy for simulation data 1 

( ) 

 
 

Table 2. Result of variable selection in actual industrial 

data 1 ( )  

 

 

 

Fig. 2. Computational time [sec.] 

 

 

Fig. 3. Evaluation of Pliable LASSO 

 (Case of Synthesis data in Fig.2) 

The result will be shown in the final 

version of this manuscript 


