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Introduction
The classification problem (CP) for wo-dimensional
defect patterns (DP) has been increasing at an accelerated
pace since the disclosure of the wafer map (WM) open data
WM-811K [1], and there have been many applications of
deep learning such as Convolutional Neural Network
(CNN) in recent years [2][3]. Developments in the research
area have focused primarily on improving accuracy, and
two main approaches have been taken: network
sophistication and feature addition. Accuracy improvement
through network sophistication is converging, while the DP
superposition problem is once again being discussed with a
context of features construction from WM [3]. The problem
of DP superposition (SP) is inevitable in reality and is
becoming increasingly important as products become more
sophisticated.

The two main topics of this study are as follows:
1. A robust and accurate classification method that can deal
with the SP problem of DPs, no matter how many SP are
involved.
2. Identification of important causal variables of DPs to
prevent and reduce defects, rather than just classifying DPs.

In this paper, we will present the proposed method and
its performance, focusing mainly on 1.

Discussion

Latest study [3] has dealt with SP problems up to 4 classes,
and it has been found that for SP classification problems, a
significant loss of accuracy occurs in classes 3 or more.
This is mainly due to the limitation of identifying WMs
based on their 2-D information only in nature. On the other
hand, systematic defects are mainly caused by physical,
chemical, or mechanical cause. Therefore, it must be
possible to improve the accuracy by analyzing candidate of
causal variables (CVs) together with WM. It can be
considered natural in principle. Therefore, in this study, we
propose an image multimodal approach to analyze WM
data of 2D matrix together with multiple source variables
[4].

We present a two-step classification and extend WM-811K
data (Fig. 1) to evaluate the SP DP classification problem.
The first step is a preprocess to discriminate defective and
non-defective wafers, and the second step is to classify the
defective wafers by extending CNN (for instance,
Nakazawa’s CNN [2]) for multimodal analysis (Fig. 2). The
underlying network is not limited to CNN or so as in [2][3],

but can also be a transformer, which has been increasingly
studied in recent years [4].

Data - Verification conditions

For extending the WM-811K to the multimodal data for
evaluation, additional features are attached by cluster of
Gausian Mixture Model (GMM) based on the wafers' defect
rates (Fig.3). CVs are also integrated for SP DPs (Fig.4).

In this study, the missing rates of the additional features
(i.e. CVs) were varied from 0, 0.2, 0.4, 0.6, 0.8, and 1.0 for
numerical validation.

Numerical Result

Even with the 4-classes superposition, the accuracy remains
higher than 0.85 for a missing ratio of 0.6 or less (Fig.5a). It
outperforms previous studies (Table 1). In addition, looking
at the individual classes, only two classes of SP have the
recall of less than 0.8, indicating that a high level of
accuracy is maintained in almost all classes. (Fig.5b)
Consideration

Although the accuracy is somewhat lower than that of the
2-class superposition, there is no significant difference
between the 3- and 4-class SP and all achieve high accuracy
up to a missing ratio of 0.6 (Fig.5a). That is one of the
major differences of the proposed method from previous
studies.

In particular, comparing the results of the four classes with
the previous study[3], all of the methods proposed in the
previous
ScratchCenterEdge-RingEdge-Loc (Table.1), however, our

studies have low accuracy for
proposed method achieves 0.966 (even in missing ratio 0.4)
all of them show high accuracy. This suggests that our
proposed method is effective in improving classification
accuracy.it is confirmed that any SP problem can be
classified with high accuracy when the missing rate of
causal features is less than 0.6 (<0.6) (Fig.5a). That means
it can be applied to practical cases with high rate of missing
values.

Conclusion

In this paper, we present results for up to 4 classes of
superpositions, which is equivalent to the previous study,
due to space limitations.
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Fig. 2. Models proposed for multimodal analyses.
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Fig. 3. Clustering by DP class and causal variables. Fig. 5. Numerical results of 4-class superpositions
(all pairs).
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